
JAMS (Jurnal Aplikasi Matematika dan Statistik) 

Vol.1 Issue.1 December 2022, pp: 27-32 

ISSN:  

 DOI: https://doi.org/10.53625/Jams.v1i1.3948  27 
………………………………………………………………………………………………………………………………………………………………….. 

………………………………………………………………………………………………………………………………………………………………….. 
Journal homepage: https://bajangjournal.com/index.php/JAMS  

 

Logistic Regression Modeling with A Bayesian Approach to The Risk 

Factors of Colorectal Cancer Patients 
 

Rinda Nariswari1, Thomas Edisson Runkat2, I.G.A. Anom Yudistira3 
1,2,3Statistics Department, School of Computer Science, Bina Nusantara University, Jakarta, Indonesia 

Email: 1rinda.nariswari@binus.ac.id  

 

Article Info  ABSTRACT  

Article history: 

Received Oct 11, 2022 

Revised Nov 19, 2022 

Accepted Dec 20, 2022 

 This research aims to create a model, determine the factors that affect the probability 
of someone suffering from colorectal cancer also design a web application to do 

prediction using the probability logit function which has been made. There are 4 

independent variables and 1 dependent variable which are used in this research. The 
independent variables used in this research are heredity-pedigree value, age, 

Adenomatous Polyposis Coli, and MutS Homolog 2. And the dependent variable used 

in this research is someone’s status of suffering from colorectal cancer symbolized 

with Y. The stages of designing a web application include making use case diagrams, 
use case descriptions, activity diagrams, sequence diagrams, class diagrams, entity 

relationship diagrams, and designing the application interface. The results of this 

research will be a logit probability model which can be used to calculate the 

probability value of someone suffering from colorectal cancer. Model constructed 
using significant 3 independent variables which are heredity-pedigree, age, and 

Adenomatous Polyposis Coli.  
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1. INTRODUCTION 

Cancer is a disease caused by abnormal growth of body tissue cells (growing very quickly and uncontrollably) 

and suppressing body tissues so that it affects body organs (Akmal, Indahaan, Sari, & Widhawati, 2010). Cancer is a 

disease that causes a lot of misery and death in humans. Colorectal cancer refers to malignant tumors found in the 

colon and rectum. The colon and rectum are part of the large intestine in the digestive system where their function is 

to produce energy for the body and get rid of substances that are not useful (Siregar, 2008). The number of new cases 

of colorectal cancer in the United States in 2021 is around 104,270 colon cancer patients and 45,230 rectal cancer 

patients (The American Cancer Society, 2021). The high cases of colorectal cancer are caused by almost half of the 

patients being diagnosed at an advanced stage, so treatment is difficult. The number of colorectal cancer patients 

diagnosed at an advanced stage is due to the fact that in the early stages, symptoms usually do not appear in patients. 

In addition, the symptoms of colorectal cancer are often non-specific (Rahmawati, 2016). Medical research 

on colorectal cancer has also been done before (Sayuti & Nouva, 2019). Until now is still concluded that the etiology 

of colorectal cancer is still unknown. The results of the latest research conducted show that genetic factors have the 

greatest correlation with colorectal cancer. Research that aims to determine the factors that influence a person to suffer 

from certain diseases has been done before using the Logistics Regression method with the Bayesian approach that has 

been applied by (Octaviani, 2019). In this study, logistic regression analysis was carried out with a Bayesian approach 

to classify patients who have a high potential for ovarian cancer and patients who have a low potential for ovarian 

cancer. The study was conducted on 203 patients using 5 predictors and using the normal distribution as the prior 

distribution. From the results of this research, it is concluded that the Bayesian method can be an alternative to estimate 

parameters and still produce a good model for certain cases. From the background described above, the researcher will 

create a web-based application that aims to calculate the probability value of a person suffering from colorectal cancer 

using the opportunity model that has been generated. This application is expected to help predict a person's chances of 

getting colorectal cancer and make it easier for medical personnel or the wider community to be able to find out the 
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chances of someone suffering from colorectal cancer, in order to take the necessary preventive steps. With this 

application, it is hoped that the number of patients with colorectal cancer can decrease in the future. 

 
2. RESEARCH METHOD  

The study was conducted from September 2020 to August 2021 and for the data collection was carried out at 

X Tarakan Hospital and Y Hospital Tangerang. The population used in this study were all patients registered at Hospital 

X Tarakan and Hospital Y Tangerang. The sampling technique used in this study is purposive sampling because the 

characteristics of the sample have been determined by the researcher. The criteria for the sample were patients who 

had no history of cancer except colorectal cancer, patients who had never undergone chemotherapy or radiotherapy, 

did not have inflammatory bowel disease, and patients who were willing to participate. The number of samples used 

in this study amounted to 22 sample data. The source of data used in this study is secondary data. The data used by the 

researcher was obtained from a specialist in Gastroenterology Hepatology (Sp. PD-KGEH) and is a consultant for 

Hepatology Gastroenterology. The data used are patient data from Hospital X Tarakan and Hospital Y South 

Tangerang. This study uses one dependent variable and four independent variables. The dependent variable in this 

study was colorectal cancer suffered by all patients at Hospital X and Hospital Y. The independent variables in this 

study included hereditary-pedigree value (HV), age, adenomatous polyposis coli (APC) value, and MutS value. 

Homolog 2 (MSH2) from all patients with colorectal cancer or patients with a family history of colorectal cancer at 

Hospital X and Hospital Y. The analytical technique used in this study was binary logistic regression and Bayesian for 

parameter estimation techniques. 

 

3. RESULTS AND ANALYSIS  

In this study, the data used were 22 patients diagnosed with colorectal cancer or patients who came from 

families who had colorectal cancer. The data used by the researcher was obtained from Hospital X Tarakan and 

Hospital Y Tangerang. In this study, variable Y is declared as the dependent or dependent variable. For more complete 

information, data Y has two categories, namely '1' to represent that the patient is diagnosed positively with colorectal 

cancer and '0' to represent that the patient is negatively indicated to have colorectal cancer. Hereditary-Pedigree Value 

(HV), Age, Adenomatous polyposis coli (APC) variables, and MutS homolog 2 (MSH2) were independent variables. 

The logistic regression used in this study is binary logistic regression because the dependent variable in this study has 

two possibilities, namely 1 (positive indication) and 0 (negative indication). The parameter estimation method used is 

the Bayes method. Where the basis of the Bayes method is a conditional probability, to estimate it requires initial 

information of the parameters which is also called the prior distribution. The prior distribution used in this study is the 

conjugate prior distribution because this study refers to model analysis in the formation of the likelihood function so 

that in determining the conjugate prior, we always think about determining the prior distribution pattern which has a 

conjugate form with the likelihood density function. In this study, several prior distributions will be used to construct 

the posterior distribution. The prior distributions that will be used in this study are prior normal, prior hierarchical 

shrinkage, prior LASSO (least absolute shrinkage and selection operator), prior product normal, and prior student t. 

From the prior distribution to be used, the researcher will also determine the hyperparameter values of these 

distributions. The hyperparameter values that will be used in this study can be seen in the following table. 
Table 1 Prior Distribution and Hyperparameter Value 

Prior Distribution Prior Hyperparameter 

Prior Normal 𝜇̂ = 0  
𝜎̂ = 2.5 

Prior Hierarchical Shrinkage 𝑣 = 4 

Prior LASSO 𝑣 = 4  
𝜇̂ = 2  

𝜎̂ = 0.25 

Prior Product Normal 𝑣 = 4  
𝜇̂ = 0  
𝜎̂ = 1 

Prior Student T 𝑣 = 4  
𝜇̂ = 2  

𝜎̂ = 0.25 

 

To estimate the regression parameters, it is necessary to form a new distribution, namely the posterior distribution. The 

posterior distribution can be formed from the prior distribution that has been determined and combined with the sample 
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likelihood function. After forming the posterior distribution of the prior distribution and the likelihood function, a 

simulation of the posterior distribution that is formed will be carried out. The simulation method used is the Markov 

Chain Monte Carlo algorithm. The data simulation is carried out by generating various types of data conditions 

involving parameter values and sample size, namely n = 22, then it is repeated 4000 times for each combination of 

parameters and n. The resulting data will be used to estimate the parameters. In this study, the confidence interval used 

was 85%. The 85% confidence interval was calculated with the lower limit being the 7.5% quantile and the upper limit 

being the 92.5% quantile. Furthermore, the estimated value of each parameter is calculated by taking the average value 

of the resulting posterior interval. The following is the estimated parameter value generated from the posterior average 

using several kinds of prior distributions, which can be seen in the following table. 

Table 2 Parameter Estimation Value 

Prior 

Distribution 

Variable Mean Quantile Significance Conclusion 

7.5% 92.5% 

Prior Normal Y -11.549 -27.758 2.693   

HV -0.972 -11.993 9.990 No Not Affect 

Age 0.094 -0.021 0.237 No Not Affect 

APC 0.769 -0.104 1.695 No Not Affect 

MSH2 -0.015 -1.180 1.142 No Not Affect 

Prior 

Hierarchical 

Shrinkage 

Y -9.463 -25.039 2.858   

HV -1.213 -11.803 8.793 No Not Affect 

Age 0.081 -0.019 0.208 No Not Affect 

APC 0.596 -0.158 1.575 No Not Affect 

MSH2 0 -1.049 1.074 No Not Affect 

Prior LASSO Y -18.929 -35.980 -4.246   

HV 3.546 -9.837 14.761 No Not Affect 

Age 0.157 0.025 0.309 Yes Affect 

APC 0.591 -0.281 1.635 No Not Affect 

MSH2 0.394 -0.962 1.725 No Not Affect 

Prior 

Product 

Normal 

Y -4.854 -16.585 4.579   

HV -2.131 -10.448 5.914 No Not Affect 

Age 0.045 -0.025 0.127 No Not Affect 

APC 0.333 -0.165 0.924 No Not Affect 

MSH2 0.017 -0.524 0.631 No Not Affect 

Prior 

Student T 

Y -34.498 -40.451 -26.664   

HV 10.577 0.521 20.262 Yes Affect 

Age 0.324 0.241 0.366 Yes Affect 

APC -0.277 -0.535 0.095 No Not Affect 

MSH2 1.859 1.281 2.186 Yes Affect 

 

Hypothesis testing on the significance level of the regression parameters was carried out with an 85% 

confidence interval approach for each parameter. The 85% confidence interval was calculated with the lower limit 

being the 7.5% quantile and the upper limit being the 92.5% quantile. The parameter is declared significant if the 85% 

confidence interval of the parameter does not contain a zero value. Significant parameters indicate that the independent 

variable has no effect on the response and insignificant parameters indicate that the independent variable has no effect 

on the response. Based on Table 2, the researcher can conclude that the decision-making hypothesis is as follows. 
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Table 3 Hypothesis Decision Making 

Prior Distribution Predictor Variable Decision 

Prior Normal HV Fail to Reject 𝐻0 

Age Fail to Reject 𝐻0 

APC Fail to Reject 𝐻0 

MSH2 Fail to Reject 𝐻0 

Prior Hierarchical 

Shrinkage 
HV Fail to Reject 𝐻0 

Age Fail to Reject 𝐻0 

APC Fail to Reject 𝐻0 

MSH2 Fail to Reject 𝐻0 

Prior LASSO HV Fail to Reject 𝐻0 

Age Reject 𝐻0 

APC Fail to Reject 𝐻0 

MSH2 Fail to Reject 𝐻0 

Prior Product Normal HV Fail to Reject 𝐻0 

Age Fail to Reject 𝐻0 

APC Fail to Reject 𝐻0 

MSH2 Fail to Reject 𝐻0 

Prior Student T HV Reject 𝐻0 

Age Reject 𝐻0 

APC Fail to Reject 𝐻0 

MSH2 Reject 𝐻0 

 

From Table 3 it can be seen that the posterior model formed using the prior Student T distribution has three variables 

with significant parameter estimates. The three variables are HV, age, and MSH2. Researchers can conclude that in 

the posterior model formed using the prior Student T distribution, the variables HV, age, and MSH2 together have a 

significant effect on the status of colorectal cancer in a person. Based on Table 2, the researcher can determine the 

logit probability model by entering the estimated parameter values possessed into the logit probability equation which 

is written in the following equation. 

𝜋(𝑥𝑖) =
𝑒(−34.498+10.577𝑥1+0.324𝑥2+1.859𝑥4)

1 + 𝑒(−34.498+10.577𝑥1+0.324𝑥2+1.859𝑥4)
 

 

After writing the equation for the logit probability, the next step is to enter it into the logit transformation form in the 

equation below. 

[
𝜋(𝑥𝑖)

1 − 𝜋(𝑥𝑖)
] = −34.498 + 10.577𝐻𝑉 + 0.324𝐴𝑔𝑒 + 1.859MSH2 

 

After forming the logit probability model, for example, the researcher will perform calculations from the logit 

probability model formed by entering the values of several observations in this study. The following is an example of 

the results of calculations carried out based on the 9th and 18th observations. 

𝜋(𝑥9) =
𝑒(−34.498+10.577×0.5+0.324×43+1.859×13.295)

1 + 𝑒(−34.498+10.577×0.5+0.324×43+1.859×13.295)
= 0.999923 

 

The results of the calculation in equation (4.3) can be interpreted that the patient data in the 9th observation who has 

an HV value of 0.5, is 43 years old, and has an MSH2 value of 13,295 is at risk of suffering from colorectal cancer 

with a high probability value of 0.999923. 

𝜋(𝑥18) =
𝑒(−34.498+10.577×0.5+0.324×49+1.859×7.016)

1 + 𝑒(−34.498+10.577×0.5+0.324×49+1.859×7.016)
= 0.436109 

 

The results of the calculation in equation (4.4) can be interpreted that the patient data in the 18th observation who has 

an HV value of 0.5, is 49 years old, and has an MSH2 value of 7,016 is at risk of suffering from colorectal cancer with 

a low probability value of 0.436109. 

https://bajangjournal.com/index.php/JAMS


JAMS (Jurnal Aplikasi Matematika dan Statistik) 

Vol.1 Issue.1 December 2022, pp: 27-32 

ISSN:  

 DOI: https://doi.org/10.53625/Jams.v1i1.3948  31 
………………………………………………………………………………………………………………………………………………………………….. 

………………………………………………………………………………………………………………………………………………………………….. 
Journal homepage: https://bajangjournal.com/index.php/JAMS  

 

4. CONCLUSION  

Based on the results of the research and discussion conducted, it is concluded that the logit probability model 

formed by the Logistics Regression method with the Bayesian approach is  

𝜋(𝑥𝑖) =
𝑒(−34.498+10.577𝑥1+0.324𝑥2+1.859𝑥4)

1 + 𝑒(−34.498+10.577𝑥1+0.324𝑥2+1.859𝑥4)
 

The factors that influence colorectal cancer are a person's hereditary-pedigree score (X_1), a person's age 

(X_2), and a person's MSH2 value (X_4). The application of the logit probability model into a web-based application 

that can predict a person's chances of developing colorectal cancer can be seen from the prediction results based on 

factors determined by the user. For further research, it can still be developed by adding other factors, adding 

observations, and comparing with other methods.  
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